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Abstract: This paper presents an efficient thermo-
elastoplastic method for the prediction of welding-
induced distortions in a large panel structure. It is based
on a shell/3D modeling technique which was proposed
and experimentally validated in the authors’ previous
study. Two numerical examples are analyzed to evaluate
the accuracy and efficiency of the present method. In the
first example, the recommendations for the estimation of
the minimum 3D zone size in the shell/3D model reported
in the authors’ previous work are verified, in compari-
son with the full 3D model, on a T-joint model consisting
of plates with different thicknesses. It is shown that the
shell/3D modeling technique provides a significant reduc-
tion in the computational time needed for the simulation
of the welding process and thus enables efficient thermo-
elastoplastic analyses on large structures. In the second
example, the proposedmodel is validated on a large panel
structure by corresponding the experimental data and
inherent strain solutions from the literature.
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1 Introduction
Welding is one of the main joining technologies for as-
sembling various parts in many industrial fields such as
ship-building, bridge-building, petrol industry, automo-
bile manufactory, etc., due to its low price, reliability and
simplicity of performance. The welding process is char-
acterized by a large local heat input that leads to the
melting of the filler material and its adjacent area. The
fast cooling after the welding results in permanent plas-
tic deformations that exist in the fusion zone vicinity and
cause residual stresses and dimensional imperfections in
the welded structure. Residual stresses combined with
workload can significantly contribute to the reduction of
structure life-time and accelerate the formation of fatigue
cracks, brittle fractures or stress corrosion cracking [1, 2].
Moreover, the dimensional inaccuracies can cause prob-
lems during the assembly of the structure. The elimina-
tion of residual stresses and dimensional imperfections us-
ing the post-weld thermal [3, 4] or mechanical [5, 6] pro-
cedures requires additional financial costs, increases pro-
duction time and is oftenunsuitable because of thewelded
structure size and the assembly place. In order to reduce
the above-mentionedpost-welding consequences, it is nec-
essary to know the magnitude of residual stresses and de-
formations as early as the structure designphase forwhich
numerical methods have successfully been used in recent
decades [7–10].

For the accurate prediction of residual stresses and
deformations, the numerical simulations of the welding
process should be carried out with the use of a nonlin-
ear thermo-elastoplastic (TEP) method within the solid
three-dimensional (3D) finite elements (FEs). Because of
its highly nonlinear and transient behavior, the thermo-
mechanical welding analysis requires considerable com-
puter power and disk storage, especially in the case of
models with a large number of finite elements. It makes
such simulations impractical or even impossible. There-
fore, the TEP method employing a full 3D FE mesh is lim-
ited to small or medium structures. There are only a lim-
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ited number of papers in the literature that deals with the
TEPmethod for cases of large-scale structural components.
Chen et al. [11] investigated the residual stresses and post-
weld deformations on a large panel structure using a mix-
ture of shell elements with section integration and solid
three-dimensional finite elements to speed-up the calcu-
lation process. Here, the whole model was essentially cre-
ated with shell elements while only the weld bead was cre-
ated with solid ones. Applying the samemodeling method
Chen and Li [12] investigated the influence of the mechani-
cal restraints on the residual stresses anddeflections of the
large panel structures. Huang et al. [13] presented a tran-
sient thermo-mechanical analysis for large welded struc-
tures based on a dual mesh scheme that significantly cuts
down the computation time. Li et al. [14] simulated the
welding of a large panel and proposed the use of interface
elements between the skin plate and stiffener to improve
computational accuracy. Although many accurate and re-
liable results were obtained, which can be generally found
in the literature, the high computational costs of the TEP
methods hamper their wider application.

Nowadays, the most frequently used method in en-
gineering practices for calculating residual strains and
deformations in large welded structures is the inherent
strain method (ISM). In this method, the residual plas-
tic strains, also named inherent strains, are considered to
be a source of residual stress and welding distortion. The
ISMneglects thewholewelding process, and estimates the
welding induced deformations via an elastic FE analysis
using the inherent strains as initial strains. Thus, there
is no need for temperature dependent material properties
and elastoplastic behavior of materials. However, the fun-
damental problem of the ISM is how to identify the inher-
ent strain region and estimate its values. Twomethods are
usually used to predict the inherent deformations: exper-
imental and TEP. In doing so, Deng et al. [15] have em-
ployed the ISM method to investigate the influence of the
initial gap between the plates on the plate deflections on
a large panel structure sample. Wang et al. [16] applied
the ISM method to predict the out-the-plane welding de-
formations in a large welded panel of a car carrier ship.
Here, the ISM method was verified with a small scale TEP
model. Similarly, Murakawa et al. [17] employed an itera-
tive substructure method to predict the numerical resid-
ual stresses and deflections in large panel structures. Fur-
thermore, Ma et al. [18] investigated out-of-plane deforma-
tions on both parallel and cross stiffened welded panels
using the ISM method. In general, there is a lot of valu-
able research based on the elastic ISM method primarily
due to its short simulation time. However, it is necessary
to know the exact amount of inherent strains in advance

as it does not describe the whole welding process and is
therefore less accurate than the TEP method. As proposed
by Deng et al. [19], inherent strains should be determined
through a TEP analysis of a characteristic smaller-scale
welded model and then the whole structure could be ana-
lyzed by the elastic FE analysis. Therefore, to increase the
numerical accuracy of the ISM method, the efficiency of
the TEPmethod should be improved to enable an accurate
estimation of inherent deformation values in everywelded
joint of large-scale structures as well as to enable the veri-
fication of the ISM method on large-scale models.

The focus of the present paper is to develop a TEP
methodwith a higher computational accuracy and shorter
computing time in order to perform the welding process
numerical simulations of large-scale structural compo-
nents. In that regard, the shell/3Dmodeling technique pro-
posed and experimentally validated in the authors’ previ-
ous study [10] is applied. Here, in contrast to the widely
used full 3D FE model, 3D continuum elements are only
used in the weld region where the temperature, strain and
stress gradients are high, while the zones away from the
weld bead are discretized with shell elements to reduce
the overall model size. To verify the temperature and dis-
tortion solutions obtained by the shell/3D modeling tech-
nique, two numerical examples are analyzed. The first ex-
ample is a small-scale T-joint fillet welding of two plates,
while the second is a largeweldedpanel. The recommenda-
tions for the estimation of theminimum3D zone size in the
shell/3D model set out in the authors’ previous work [10]
are verifiedhere onT-jointmodels consisting of plateswith
different thicknesses. It is shown that when compared to
the full 3D model, the computational time and computer
resources needed to simulate the welding process can be
considerably reduced. Additionally, the accuracy of the
proposed model is validated by comparing the simulation
results with the published experimental results for a large
panel with two longitudinal stiffeners.

The paper is structured as follows. Section 2 provides
a brief review of the used FE analysis procedures. A full
3D numerical model and a combined shell/3D finite ele-
ment model of a small-scale T-joint fillet welding as well
as a combined shell/3D finite element model of a large
panel are described in Section 3. Next, in Section 4, de-
tailed quantitative comparisons of the results obtained by
the full 3D numerical model, the shell/3D model and ex-
perimental results from the literature are shown. Finally,
concluding remarks are drawn in Section 5.
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2 Finite element formulation
In this work, a sequentially coupled numerical simulation
of a welding process is applied [20–22]. The complete nu-
merical analysis therefore consists of a thermal analysis
which is independent, i.e. standalone, and a mechanical
analysiswhich uses the temperature field result of the ther-
mal analysis as input.

2.1 Thermal FE analysis

The thermal analysis of the welding process is based on a
transient nonlinear heat transfer differential equation:

∂
∂x

(︂
kx
∂T
∂x

)︂
+ ∂
∂y

(︂
ky
∂T
∂y

)︂
+ ∂
∂z

(︂
kz
∂T
∂z

)︂
+ Q (1)

= ρC ∂T∂t
that incorporates the thermal material properties which
are strongly temperature dependent. Here, kx, ky, and kz
are the thermal conductivities in the x, y and z directions,
respectively; T denotes the temperature; Q is the heat in-
put; ρ stands for thematerial density; C represents the spe-
cificheat capacity of thematerial; and t is the time. In order
to solve Eq. (1) the following initial and boundary condi-
tions are introduced

T(x, y, z, 0) = T0(x, y, z), (2)

(︂
kx
∂T
∂x Nx + ky

∂T
∂y Ny + kz

∂T
∂z Nz

)︂
+ qs + hc(T − T∞) (3)

+ hr(T − Tr) = 0,

whereNx,Ny, andNz are the direction cosine of the normal
to the boundary; hc and hr are the convection and radia-
tion heat transfer coefficients, respectively; qs represents
the heat flux over the body boundaries; Tr denotes the tem-
perature of radiation; and T∞ represents the ambient tem-
perature. Radiation heat loses are expressed by the rela-
tion

hr = σεF(T2 + T2r )(T + Tr), (4)

where σ denotes the Stefan–Boltzmann constant, ϵ is the
surface emissivity factor, and F is the configuration factor.
The total heat input applied to the weld can be expressed
with the following equation:

Q = ηUIVH
, (5)

where η is the efficiency of the welding process, I is weld-
ing current, U is the arc voltage, and VH is the volume of
heat source, i.e. the volume of filler material.

According to the governing Eq. (1), the thermal FE
equations for an element can be obtained by using the
Galerkin method, as follows:

cṪ (t) + kT T (t) = f , (6)

where c is the specific heat matrix, T represents the nodal
temperature vector, kT is the thermal conductivity matrix,
while f is the nodal load vector in terms of internal heat
source and boundary conditions. Matrices c, k and f are
defined in terms of element shape functions matrix.

2.2 Mechanical FE analysis

Mechanical analyses in this work are conducted through
standard elastoplastic procedure employing the implicit
return mapping algorithm. Herein, it is assumed that
both base and weld materials are homogeneous, isotropic,
elastic-perfectly plastic solid that yields according to the
von Mises criterion with the associated flow rule. The non-
linear material behavior is thus modeled via incremental
plasticity while also assuming the geometrically nonlin-
ear behavior of the welded plates. Furthermore, in the me-
chanical analysis of the present study, the influence of the
steel phase transformation is not considered because its
influence on the residual stress field and deformations is
small in low-carbon steel [23]. Additionally, the creepmate-
rial behavior is neglected as the duration of the thermal cy-
cles during the welding process is short. Accordingly, the
total strain increment can then be additively decomposed
into three components:

dεtotal = dεe + dεp + dεth, (7)

where the subscripts “e”, “p” and “th” denote reversible
elastic, irreversible plastic and thermal strain increments,
respectively. The governing equations used to carry out the
mechanical FE analysis of thewelding process are thewell-
known equilibrium equation (8), strain–displacement re-
lationship (9) and constitutive equation for thermal elasto-
plastic material (10):

LT σ + b = 0 (8)

ε = Lu (9)

dσ = C (dεtotal − dεp − dεth) , (10)
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where L is the Cartesian coordinates partial derivativesma-
trix, σ is the stress tensor, b represents the body force vec-
tor, ϵ is the strain vector, u represents the displacement
vector and C is the elastic constitutive material matrix. Us-
ing the virtual work principle and standard finite element
methodmanipulations, the finite element equation can be
derived in an incremental form as

nk1 ∆v − nk2∆T = nr − n−1r, (11)

where k1 is the element stiffness matrix, k2 is the element
thermal stiffness matrix, v represents the vector of nodal
degrees of freedom (DOF) and r is the nodal force vector.
To solve the nonlinear equations (11), the iterative Newton-
Raphson method is employed within the FE solver. Here,
the updated values of the state variables at the end of the
time step (n−1t, n t) have to be calculated for the given val-
ues of the incremental strain tensor components ∆ε and
the state variables at time n−1t. More details about an al-
gorithm for solving non-isothermal elastoplastic problems
with thefinite elementmethod canbe found in the authors’
earlier paper [24].

3 Numerical models
With the goal of increasing the efficiency and accuracy
of the welding simulation of large-scale structural compo-
nents, in the first phase of the authors’ study [10], the nu-
merical analysis was carried out by applying the shell/3D
coupling model, which is based on the transition from the
shell model to the 3D model discretizing the weld and its
vicinity. The method combines the accuracy of the full 3D
model while taking advantage of the shell finite element’s
computational efficiency in the regions away from weld
vicinity, as they are not prone to locking problems and
are thus accurate on relatively coarser meshes compared
to full 3D model. The technique was verified on a T-joint
fillet welding example with 10 mm thick plates and weld
leg lengths of 7 mm, where a parametric study was per-
formed to identify the influence of the local 3D model size
(i.e. the distance from the weld zone to the shell-to-solid
interface) on the temperature, displacement and residual
stress distributions. The conclusions extracted from that
work based on the experimental data and numerical re-
sults compared to the reference full 3Dmodel showed that
the necessary size of the 3D zone on a flange andweb to ob-
tain satisfactory accuracy in terms of studied output was
at least 3 times the plate thickness. The present paper is
a continuation of that work where the shell/3D coupling
model is applied to simulate and predict welding distor-

tions and residual stresses of large-scale structural com-
ponents such as a large stiffened panel. The main aim is
to investigate if the conclusions of the above-mentioned
work can be generalized to other T-joint fillet models with
different thicknesses of flange and web plates and corre-
sponding weld sizes. In this way, two different models are
analyzed in the present study. In the first example, the
accuracy of the shell-to-solid modeling technique is veri-
fied on a small-scale T-joint model in comparison with the
full 3D model. Here, the T-joint model with different thick-
nesses of flange and web plates is considered correspond-
ing to a large panel model dimensions. Then, the large
panel model with two longitudinal stiffeners is analyzed
using the verified shell/3D modeling technique in the sec-
ond example.

3.1 Small-scale T-joint model

The geometry of the small-scale T-joint model, including
the welding sequence and direction, is presented in Fig-
ure 1a. The size of the horizontal base plate (flange) is
500 × 500 mm and the height of the stiffener (web) is 140
mm. The thickness of the base plate and the stiffener are
9 mm and 12 mm, respectively. It is assumed that two steel
plates are welded by fillet welds with 6 mm leg lengths in
two single passes with no time in between the passes us-
ing the metal active gas (MAG) welding procedure. Since
the initial gap between the plates was very small and the
plates were tack-welded prior to the start of welding pro-
cess, the influence of the small gap on the final residual
stress and deflection field can be neglected [20]. Therefore,
both the horizontal and vertical plates were modeled as
a single unit. Moreover, due to the negligible heat input
to the work piece, the tack welds’ heat influence has not
been taken into the account in the numerical analyses con-
ducted in this study. Furthermore, the small initial gap be-
tween the horizontal and the vertical plate is not taken

Table 1:Welding parameters [25]

Welding
current (A)

Welding
voltage (V)

Welding
speed

(mm/min)

Angle of
torch (∘)

270 29 400 45

Table 2: Chemical composition of SM400A steel [25]

C Si Mn P S
0.23 - 0.56 <0.035 <0.035
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Figure 1: Geometry of small-scale T-joint model: (a) full 3D model and (b) shell/3D model

Figure 2: Thermal properties of SM400A steel [26]

into account. The welding parameters are provided in Ta-
ble 1. The plates are free welded, without any restraints,
but in the mechanical analysis the boundary conditions
are imposed to the horizontal plate to prevent its rigid
body motion as it is schematically shown in Figure 1. The
material of the plates is a low-carbon shipbuilding steel
SM400A whose chemical composition is given in Table 2.
Its thermo-mechanical temperature dependent properties
are given in Figures 2 and 3. Due to the lack of thermo-
mechanical data for the weld filler material, the material
properties were assumed to be the same as the base metal.
The dimensions of the solid and shell parts for the shell/3D
small-scale T-joint model are given in Figure 1b. Since the
small-scale T-joint model is geometrically very similar to
the model analyzed in [10] and is subjected to the same
heat input, the size of the 3D zone in the shell/3D model
is estimated in accordance with the recommendations set
out in that authors’ previous study. Therefore, to obtain
a continued stress transfer across the shell-to-solid inter-
face, the size of the 3D zone is set to approximately 3 wall
thicknesses of the thicker plate.

Figure 3:Mechanical properties of SM400A steel [26]

The heat generation rate approach based on the heat
flux prescribed on a weld element volume is employed for
modeling the welding heat input in the thermal analyses.
The uniformly distributed heat flux per weld volume Q =
5.22 × 1010 Jm−3s−1 is applied [27, 28] according to Eq. (5)
and Table 1, where the weld volume VH is determined by
the weld cross-sectional area and the welding speed. On
the outer body surfaces, the following boundary condi-
tions are assumed: convective heat transfer coefficient k =
10 Wm−2K−1 and emissivity ϵ = 0.9. The welding process
efficiency η = 80% is taken in accordance with the EN ISO
1011-1 norm.

Finite element meshes for the small-scale T-joint
model are shown in Figure 4. To discretize the full 3D
model (Figure 4a), 3D linear hexahedral elements with 8
nodes and full integration scheme are used: DC3D8 ele-
ments for the thermal analysis and corresponding C3D8R
elements with reduced integration scheme for the me-
chanical analysis. As may be seen from Figure 4a, a fine
mesh is used in the fillet weld region for both longitudi-
nal and transverse directions to capture very high gradi-
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Figure 4: Finite element for small-scale T-joint model: (a) full 3D model and (b) shell/3D model

ents of temperatures, strains and stresses caused by the
heat, while the regions far away from the welding zone
are discretized with a relatively coarse mesh to reduce the
overall model size. The finite element mesh of the full 3D
model consists of 16,068 elements. For the discretization
of the shell/3D model (Figure 4b), DC3D8 elements and
DS4 shell elements are applied for the thermal analysis
and corresponding C3D8R and S4 shell elements are ap-
plied during the mechanical analysis to improve computa-
tional efficiency and reduce storage space. Here, the solid
part of the shell/3D model is discretized with 3D contin-
uum elements using the same mesh density as in the full
3D model (Figure 4a). The shell/3D FE mesh (Figure 4b)
consists of 7,332 solid and 2,184 shell elements. The solid
to shell transition is easily achieved by constraining the in-
terface nodes to couple the motion/temperature of a shell
edge to the motion/temperature of an adjacent solid face.
The Abaqus “tie” constraint in the thermal analysis and
the “shell to solid coupling” option in themechanical anal-
ysis are used for this purpose. To check the mesh sensitiv-
ity for the convergence of solutions, the submodeling tech-
nique [29] is employed on a small volume of the full 3D
small-scale T-joint model (Figure 1a). Its ability to imple-
ment it on a small part of the model containing a much
finer finite element mesh, without the need of remeshing
the whole model, is what makes it more efficient than the
conventional method, and is the reason why it used in
this work. As presented in the authors’ former work [30],
the submodel boundary must lie far enough from the high
temperature and stress gradients where nodal tempera-
ture anddisplacement solutions for thedrivennodes of the
submodel will be correctly interpolated from the results of
the global model. Accordingly, the dimensions of the sub-
model volume were 78 × 32 × 20 mm3 (Figure 1a). The sub-
model consisted of about 6,120 solid finite elements while
the same volume of the global model had only 564 ones.

Thus, the submodel mesh hadmore than ten times greater
density than the equivalent part of the global model. The
sameelement types areused for both global and submodel.
In the thermal analysis, the addition of weld filler is sim-
ulated by the element birth and death technique [31, 32]
available in the finite element software package Abaqus.
The subsequent mechanical analysis is then done without
applying the element birth and death technique [33] to fur-
ther accelerate the calculation speed.

3.2 Large panel model

To investigate the deformations in the large welded panel
using the shell/3Dmodeling technique, an experimentally
tested model taken from the literature [34] is considered.
Figure 5 shows the geometry of the large panel model
with restraint conditions and the weld leg dimension of
the fillet weld. As can be seen from Figures 1 and 5, the
large panel model size is six times greater than that of the
small-scale T-joint model. On a horizontal plate of dimen-
sions 1000 mm × 1500 mm, two vertical plates of dimen-
sions 140 × 1500 mm are MAG welded without any gap
between the plates in four single weld passes. Since the
welding sequences are not given in [34], they are assumed
as shown in Figure 5. The welding conditions, material
properties and boundary conditions are the same as in the
small-scale T-joint model. Additionally, the same finite el-
ement types and mesh densities are used to discretize the
shell/3Dmodel geometry of the large panel in thermal and
mechanical analysis, according to the shell/3D small-scale
T-jointmodel. Thefinite elementmesh consisting of 48,336
solid and 12,312 shell elements of the large panel model is
shown in Figure 6. All the numerical simulations in this
study are performed using the Abaqus/Standard software.
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Figure 5: Large panel model geometry

Figure 6: Finite element mesh of large panel model

4 Results and discussion
This section contains detailed quantitative comparisons of
the results obtained with the full 3D and shell/3D numer-
ical models as well as with the experimental results and
ISM method from the literature. To verify the temperature
and dispacement calculations performed by the shell/3D
modeling technique, the results are firstly compared with
those obtained from the full 3Dmodel for the small-scale T-
jointmodel.Herein, the full 3Dmodel is usedas a reference
solution. The shell/3Dmodeling technique is then applied
to simulate the welding process of the large panel with
two longitudinal stiffeners. The numerical results are val-
idated by corresponding the experimental data and com-
pared with the inherent strain solutions from the litera-
ture.

4.1 Small-scale T-joint model

Figure 7 shows a comparison of results for the temperature
profiles predicted by the full 3D and shell/3D models at
the middle surface of the horizontal plate along line A-B
shown in Figure 1, 150 s after the beginning of the welding
process. It is obvious that the temperature profiles are al-
most the same along the observed path. The peak temper-
ature reaches about 350∘C for the full 3Dmodel and the de-
viation from the shell/3D model is negligible. The temper-
ature history of the arbitrarily selected point N1 located at
the bottom surface of the horizontal plate (Figure 1a) near
the weld bead for the first 300 s after the beginning of the
welding process is given in Figure 8. Again, the tempera-
tures of both models during the welding process and cool-
ing stage to ambient temperature are almost the samewith
negligible deviations. Finally, it can be concluded that the
use of a shell/3D technique gives almost identical spatial-
temporal temperature distribution during thewelding and
cooling process as with the application of a full 3D model.

Figure 9 shows the horizontal plate deflections in y-
direction at middle surface along line A-B (Figure 1) after
the cooling of the welded T-joint to ambient temperature
(20∘C). Themaximumdeflection in y-direction (vertical de-
flection) of the full 3D small-scale T-joint model is about
5.4 mm for both full 3D and shell/3D models. The full field
vertical deflection distributions after the cooling process
to ambient temperature obtained by the full 3Dmodel and
shell/3D modeling techniques are provided in Figures 10a
and 10b.
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Figure 7: Temperature profiles for full 3D and shell/3D models 150 s
after beginning of welding process at middle surface of horizontal
plate along line A-B in Figure 1

Figure 8: Temperature-time history of node N1 (Figure 1a) for full
3D and shell/3D models for first 300 s after beginning of welding
process

These results are in agreement with the previous liter-
ature reports and with the experimental results obtained
by the authors in [10]. As seen in the figures, almost the
same results are obtained with both the shell/3D and full
3D models. Thus, it is shown that the recommendations
set out by the authors of this contribution in [10] for the
estimation of the minimum 3D zone size in the shell/3D
model can be applied not only to the T-joint models with
the same thicknesses of flange and web plates but also to
the T-joint models consisting of plates with different thick-
nesses. This is very useful in engineering practice because
the fillet welded stiffened panel structures are generally
composed of longitudinal stiffeners with attached plates
of different thicknesses.

The main advantage of the shell/3D model can be
clearly seen in Table 3, which shows that the shell/3D

Figure 9: Horizontal plate deflection in y-direction at middle surface
after welding process along line A–B in Figure 1

Table 3: CPU time comparison of full 3D and shell/3D models

Model CPU time in
thermal

analysis (s)

CPU time in
mechanical
analysis (s)

Total CPU
time (s)

Full 3D 82,724 19,575 102,299
Shell/3D 38,637 10,363 49,000

model shortens the simulation timeby 52%comparedwith
the full 3D model. Additional savings in computing time
for the shell/3D model can be achieved by parametrically
varying the sizes of the 3D zone on the flange and web as
well as the weld leg dimensions for each specific geometry
of the T-jointmodel. However, the time required to perform
the parametric analyses and define the optimal 3D zone
size could be greater than the savings in CPU time in that
case. The numerical simulations of the small scale T-joint
are performed on a PC with an Intel® Core™ i3 processor
with 8 GB of RAMmemory.

Furthermore, the results of the mesh sensitivity study
are presented here. Figure 11 shows a temperature profile
comparison of the global model and submodel along line
A-B (Figure 1) 150 s after the beginning of the welding pro-
cess. As alreadymentioned, the submodel has themesh of
extreme density, i.e. more than ten times denser than the
global mesh, so it can be concluded that the global mesh
of the T-joint small-scale joint is properly designed. The
same conclusion can be drawn fromFigure 12, where it can
be seen that the vertical deflection of the horizontal plate
of the global model converges to the submodel values. A
slight deviation of the results is observed only in the weld
region where the large stress gradients occur.
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Figure 10: Full field vertical deflection distributions after cooling process: (a) full 3D model and (b) shell/3D model

Figure 11: Temperature profiles of global model and submodel 150 s
after beginning of welding process at middle surface of horizontal
plate along line A-B in Figure 1

Figure 12: Horizontal plate deflection of global model and submodel
in y-direction at middle surface after welding process along line
A–B in Figure 1

Finally, it can be concluded that the use of a shell/3D
model has negligible influence on the temperature and
deformation distribution in comparison with the full 3D
model. Moreover, the mesh sensitivity analysis verified
that the finite elementmesh of the small-scalemodel is suf-
ficiently dense and thus the mesh density can be success-
fully expanded on a larger-size model, i.e. a large panel
model.

4.2 Large panel model

The next step is to test the shell/3D modeling technique
to predict the out-of-plane deformations and residual
stresses in a large panel model with two longitudinal stiff-
eners. The results of themechanical analysis are presented
in comparison with the experimental results from the liter-
ature [34]. Figure 13 shows thedeflectionprofile of the base
plate along line A-B shown in Figure 5. The maximum de-
flection computed by the shell/3D model reaches 12.6 mm
which is very close to the experimental measurement and
by using the ISM method. Furthermore, it is apparent that
a nearly full numerically obtained curvematcheswellwith
the experimental measurements. A similar conclusion can
be drawn for the vertical deflections along line C-D (Fig-
ure 5) shown in Figure 14, where the ISM method misses
the experimental curve trend completely as it is not able
to take the welding process history into the account, while
the proposedmethod shows a very goodmatchingwith the
experimental data on the right half of the figure. On the
other hand, the partial deviation of the numerical results
from the experimental measurements could be attributed
to the welding parameters used in this work, mainly the
order of welding passes, time between the passes and me-
chanical boundary conditions, which were not provided
in the literature [34] where the model was taken from. Fur-
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Figure 13: Horizontal plate deflection in y-direction at middle sur-
face after welding process along line A–B in Figure 5

Figure 14: Horizontal plate deflection in y-direction at middle sur-
face after welding process along line C–D in Figure 5

ther investigation into the welding conditions is needed to
address these discrepancies, which is out of the scope of
this paper. Additionally, from Figures 13 and 14, it can be
seen that the panel deflection profiles obtained by the ISM
are strongly dependent on the input data. As they are ob-
viously applied symmetrically, the calculated deflections
are symmetric along paths A-B and C-D. This is sometimes
very far from reality so that more realistic solutions can be
obtained using the presented shell/3D TEP model. Gener-
ally, the peak deflections for both shell/3D and ISM meth-
ods agree well, but the trend of the shell/3Dmodel is more
realistic compared with the experimental measurements.
A full field of vertical deflections can be seen in Figure 15.
The numerical simulations of the welding process for a
large panel model are performed on a Sun three-node clus-
ter with 48 cores in total, 32 GB of RAM, and 500 GB of stor-
age each.

Figure 15: Full field deflection distribution of large panel model

5 Conclusions
In the presented research, an efficient thermo-
elastoplastic finite element procedure is developed for a
welding process simulation of large-scale structural com-
ponents. This is achieved through a shell/3D modeling
technique which was proposed and experimentally val-
idated on a T-joint welding of two plates with the same
thicknesses in the authors’ earlier work. Here, the 3D solid
elements are used only in the weld and its vicinity, where
the thermal gradients are high, while in the rest of the
model shell elements are used. Accordingly, this shell/3D
technique combines the accuracy of the full 3Dmodel and
computational efficiency of a shell FE solution reducing
themodel size and computation cost. Themain goal of the
present study was to investigate if the recommendations
for the estimation of the minimum 3D zone size in the
shell/3Dmodel reported in the authors’ previous work can
be generalized to other T-joint fillet models with different
thicknesses of flange and web plates and corresponding
weld sizes.

To verify the accuracy and efficiency of the present
technique, two numerical examples are analyzed. In the
first example, the temperature and displacement calcula-
tions performed by the shell/3D coupling technique are
evaluated on a small-scale T-joint model with different
thicknesses of plates corresponding to the large panel
model dimensions. Herein, the size of the 3D zone in the
shell/3D model (approximately 3 wall thicknesses of the
thicker plate) is estimated in accordance with the recom-
mendations set out in the authors’ previous study and a
full 3D model is used as a reference solution. In order to
check finite element mesh sensitivity, a submodeling tech-
nique is applied. Nearly the same results are obtainedwith
both the shell/3D and full 3D models which confirms that
the recommendations set out by the authors for the estima-
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tion of the minimum 3D zone size in the shell/3D model
can be applied not only to T-joint models with the same
thicknesses of plates but also to T-joint models consist-
ing of plates with different thicknesses. Thus, the present
numerical model is highly applicable in a practical engi-
neering analysis since the panel structures are generally
composed of stiffeners with attached plates of different
thicknesses. It is shown that the main advantage of the
model is that it provides a significant reduction in the
computational time needed for the simulation of the weld-
ing process and thus enables efficient nonlinear transient
analyses on large structures. The advantage of using the
shell/3D model can be better seen in cases of numerical
simulations of extremely large structures, where it is possi-
ble to create much larger areas with shell elements than in
the analyzed case, so that the percentage savings on time
could be significantly higher.

In the second example, the proposed model is vali-
dated on a large panel structurewith two longitudinal stiff-
eners by corresponding the experimental data and inher-
ent strain solutions from the literature. It is shown that
the simulated results obtained by the shell/3D modeling
technique are in good agreementwith the results observed
experimentally. Furthermore, it could be concluded that
when compared to the ISM method, more realistic solu-
tions for a large panel structure can be obtained by using
the presented shell/3D technique.

As a general conclusion, it can be noted that the pro-
posed combined shell/3Dmodeling technique can serve as
an effective tool for the estimation of inherent deformation
values in everywelded joint of large-scale panel structures
as well as for the verification of the inherent strainmethod
on large-scale models.
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